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ABSTRACT:  
The government needs to formulate public social policy opinion, a source of information to 
improve performance. People use Twitter to post their views about an object or event. When 
using this opinion, proper analysis is required to use the information generated for policy 
decisions. The purpose of this study is to use the Latent Dirichlet Allocation (LDA) algorithm 
and Twitter social media data obtained in real-time using the API provided by Twitter to 
classify public comments that determine government policy. The results of the analysis show 
that people's perceptions of government policy on the opinion on Twitter with latent self-
allocations formed into 26 topics with a coherence value of 0.53049and the topic that is often 
discussed is topic 1 with a percentage score of 8.6%, namely regarding government efforts 
inequality and access to education, health, employment, and infrastructure also contains 
information on government policies that facilitate business actors in expanding the MSME 
market. 

 
PRELIMINARY 
Democracy is based on the assumption that citizens are educated enough to play a wise role 
in participation and deliberation (Elena and Gracia, 2020). Government view policy 
controls are used to control the review process's timeliness, including but not limited to 
feedforward controls, real-time controls, and feedback control (JunhaiMaa and 
ChunyongMa, 2020). if there is no appropriate and appropriate way to obtain information 
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related to governance, such informed participation and deliberation will not be possible 
(Flores, 2017).  
Information systems are a way of representing information that can provide added value. 
Additional value can be obtained in the form of information based on real data, which is 
processed so that it is useful for the recipient (Prehanto et al., 2020). In refining this policy, 
the government needs a public opinion, which is a source of information to improve 
performance (Harwood and Thower, 2019) People use Twitter to write opinions about objects 
or events. This opinion can be used to find information. However in its use, it requires proper 
analysis so that the information generated can help various aspects to support decision 
making or choices (Gu and Kurov, 2020). According to a recent report released by We Are 
Social and Hootsuite in July 2019, more than 3.5  

 
Billion people on the planet have joined social media. Meanwhile, Twitter is in fourth place 
with the 13-17 age group with 20.2 million users. The total number of Twitter users reaches 
254 million. In this case, Twitter data can be used to analyze public sentiment towards 
government policies. The resulting data analysis can show positive, negative, and neutral 
sentiments of the community, and then the government can use these sentiments to 
formulate policies for the community. 

 
II. LITERATURE REVIEW 

A. Policy. 
The government is focused on allocating public policies necessary to achieve the best 
governance in education and mapping a balanced growth path (Rey and Garcia, 2020). 
Examples of use are to plan, initiate, organize, control activities, and present 
information based on data processing. Generate useful information as a reference for 
determining the final decision. The simple definition of an information system is that it 
must have input, process, and output. (Prehanto et al., 2020). Information policy 
includes laws, regulations, doctrinal positions and decisions, and other practices that 
have a constitutive role in society as a whole, involving the creation, processing, flow, 
access, and use of information (Braman, 2011). 

 
B. Sentiment Analysis. 

Sentiment analysis is to classify each tweet according to its positive, negative, or 
neutral sentiment (Cimino, 2016). As a result, for every tweet, we get the possibility to 
fall into the sentiment category. After manual analysis, we used the probability 
threshold to filter out low confidence predictions; that is, we could not classify high 
confidence tweets that could not be classified as positive or negative as neutral 
(Filippoa et al., 2018). 

 
C. Social Twitter 

Twitter is a social media and Weibo service that allows users to send messages in real-
time. This message is usually called a tweet. (Agarwal et al., 2014). The previous tweet 
process by removing mentions (@ characters), URLs, product tags, emojis, and single 
characters (Filippoa et al., 2018). Twitter's sharing structure refers to disseminating 
research results on Twitter over time and consists of original tweets, retweets, and 
retweet links. The original tweet is defined as Twitter, which refers to a scientific 
publication originally issued by Twitter users, and retweet refers to the repartition of 
the original tweet by Twitter users (Fang and Costas, 2020). 

 
D. Latent Dirichlet Allocation (LDA) 
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Latent Dirichlet Allocation (LDA) is a probability model of generating a corpus set. The 
basic idea is to represent a document as a mixed model of various topics, also called 
latent topics, where each topic is characterized by a word. based on Blei (2018), Figure 
1 below illustrates LDA's working principle. 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Principles of LDA 
 

LDA assumes that the process of creating each w document in the corpus is as follows: 
1. Select N ~ Pissson (x), 
2. Select θ ~ Dir (a),  
3.For every N own words, 
a. Select Topic in ~ Multinomial (θ), 
b. Choose a word Wn from p (Wn | Zn, β). 
 
Several simplifying assumptions are made in the distribution of (latent) topics known to 
follow the k of the Dirichlet distribution. Second, word probability is a matrix of β of 
size kx V where bij = p (WJ = 1 | Zi = 1). While k as the Dirichlet distribution has a 
density function, it can be seen in equation (1) as follows: 

(𝑃𝑄	|𝑎) =
!"∑ $!"

#$! %

∏ !($!"
#$!

q(
$!)( +⋯ q*

$")(.. (1) 

 
As for the form in the joint distribution of Topic mixture q of N topics z and N-words w 
conditional a and b can be seen in equation (2) as follows:  
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The shape represented by the LDA model can be illustrated in the figure and can be 
seen in Figure 2. 
 

   β 
 
     
 
 
 

 
 α q zw N 
  M 

Figure 2. Representation of the LDA Model 
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The form of the marginal distribution of p (w |a,b) obtained by integrating equation (2) 
with q can produce equation (3): 

 
( |𝑃𝑊𝐴, b) = 	∫(q		|𝑎)7∏ ∑ 𝑝(𝑍+|q	)𝑝7𝑊+9𝑍+,𝛽;.%

,
+/( ; 𝑑q	 … (3) 

 
Finally, we obtain the product of the marginal density for a document, which will 
obtain the marginal probability of a corpus of equation (4) as follows: 
 
( |𝑃𝐷𝐴, b) = ∏ ∫𝑝(q0 		|𝑎)7∏ ∑ 𝑝7𝑊+9𝑍+,𝛽;.%

,&
+/( ; 𝑑q0 . .1

0/( 	 (4) 
 

 
  

E. Preprocessing 
The preprocessing process in this study includes two stages, namely tokenization and 
stemming. 
1. Tokenization 

Tokenization is a processing stage where input text is divided into small units 
called tokens or individual blocks. Certain characters will be deleted at this time, 
such as punctuation marks, characters other than numbers and letters. Another 
process that occurs in tokenization is folding uppercase or converting all letters to 
lowercase (lowercase) and removing components that do not match the document 
(for example, tags, links, and HTML tags), also known as the cleaning process ( 
Aso, Takamichi, and saruwatari, 2020). 

 
2. Stemming 

Stemming is the process of changing the form of a word into its root. Due to the 
different forms of language, the stemming algorithms of each language are also 
different. Stemming in some prefix variants is omitted to get the root word. (Sun, 
Zhang, and Ouyang 2020). 

 
F. Evaluation 

After completing the LDA training and testing process, conduct an assessment. The 
evaluation process aims to get the best model by calculating the accuracy based on the 
matrix configuration. Accuracy is calculated using equation (8). 

 
𝐴𝑐𝑐𝑢𝑟𝑎𝑛𝑐𝑦 = 2342,

2342,45345,
 ……… (8) 

 
If several folds are found with the same highest accuracy value, the sensitivity and 
specificity values will be calculated to determine the best model (Gangadharan and 
Gupta, 2020). The sensitivity and specificity values are calculated using formula (9) 
and formula (10). 

 
𝑆𝑒𝑛𝑧𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 23

2345,
 ……………… (9) 

 
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑣𝑖𝑡𝑦 = 2,

2,453
…… ………. (10) 

 
Where : 
TP: true positive on document 
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TN: true negative in the document 
FP: false positive on document 
FN: false negative on the document 

 
III. RESEARCH METHODS 

 
The research method is needed so that the research is more structured so that the results 
obtained are following the research objectives. The stages of the research method are 
shown in Figure 3 (Jonasson, 2019): 

 
 
 
 
 
 
 

 
Figure 3. Research Methodology 

 
 

A. System planning 
The sentiment analysis system is designed as follows: 

1. Use the Twitter API to retrieve tweets. 
a.  Enter keywords related to "government policy." 
b. Save crawling data from various Twitter accounts. 

 
B. Data collection 

The data source used comes from a collection of tweets from Twitter users 
who use the Twitter Application Programming Interface (API) in Indonesia. The 
data sample is drawn from the two words "government policy" that appear on 
Twitter. 

 
C. Preprocessing 

Perform text preprocessing, including (Jonasson, 2019): 
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Sistem
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Data Preprocessing
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Sentimen
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Figure 4 Preprocessing Stages. 

 
a. Remove usernames, hashtags, RTs, blank lines, punctuation marks, 

spaces, and extra URLs. 
b. Perform case folding of case folding, change all characters to lowercase, 
c. Perform stemming analysis and convert words into root words 
d. Performs a stopword. 

 
D. Sentiment analysis using algorithms Latent Dirichlet Allocation (LDA) 

 
This study uses training data from pre-determined tweet data up to 100 

classification data using the TF-IDF method (i.e., word weight). The test data 
used to predict classification, or data with unknown classification is data obtained 
in real-time from Twitter using the API (Momtazi, 2018). By determining the 
number of topics and the number of iterations, the LDA method can model these 
topics. And model topics based on the number of topics with a coherence value 
(Joshi and Kanseri, 2020). 

 
E. Implementation and Testing 

 
At this stage, all the content planned in the previous design and design will be 

applied. This stage will also determine the success of the system to be built. The 
testing topic modeling method using the Gibbs sampling algorithm is done by 
dividing the data into k subsets with the same amount of data. In this study, the 
amount of data used was 100 data records. In this test, the data will be divided 
into 1, 2, 3, and 4 topics. One topic will be selected from each topic according to 
the number of topics as testing data, and the other topics will be used as training 
data. 

 
IV. RESULTS AND DISCUSSION 

 
Modeling Topics Using the Gibbs Sampling algorithm 

 
Wordcloud is one way to find out how many terms (words) appear in the analysis. 

Here is a word cloud of Twitter users' analysis of government policy. 
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Figure 5. Wordcloud data Twitter "government policy." 

 
Figure 5 shows that the word that appears frequently is 86 times the word Policy, and 

the word government is 82 times. Other words that often appear are "this, the" "in," 
"from," "Indonesia." After knowing which words appear frequently, the coherence value 
is used to select the best word (many groups) through various iterations. 

 
Table 1 Iteration Results 

Iteration Group 
optimization 

Value of 
Coherence 

100 
200 
300 
400 
500 
600 
700 
800 
900 

1000 

69 
26 
17 
15 
23 
11 
14 
13 
12 
19 

0.49 
0.53049 
0.46634 
0.45981 
0.45984 
0.49772 
0.34521 
0.47998 
0.43021 
0.45964 

 
Table 1 shows that the best coherence value after 200 iterations was formed as many 

as 26 groups and the coherence value of 0.53049. Once you know that many groups 
formed, you know what words formed in that group. The following are the results of the 
LDA. 
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Figure 6.Latent Dirichlet Allocation (LDA) Visualization 

 
Figure 6 shows the results of topic modeling using the latent Dirichlet allocation 

algorithm that makes up 26 topics. It shows that several topics overlap, which means 
they have the same few words. Topic 2 and Topic 9 are synonymous with the terms 
"policy, governance, improvement and society." The 4 biggest topics formed by the topic 
modeling analysis are also discussed as follows. 

 
1. Topic 1 LDA 

Table 2 shows the results of the analysis of modeling topic 1 using the LDA 
algorithm. 

Table 2. Topic 1 
Percentage Word Opportunity 

Topic 1 
 

8.6 

and 
this 
that 

to 
in 

from 
Indonesia 

that 
there is 
Papua 
What 

on 
not 

Public 
Upgrade 

0.0248 
0.0219 
0.0207 
0.0178 
0.0152 
0.0140 
0.0134 
0.0130 
0.0117 
0.0114 
0.4846 
0.0173 
0.0146 
0.0140 
0.4856 
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Table 2 shows that topic 1 contains several words, such as "what," 
"community," and "improvement," indicating that topic 1 scores a percentage value 
of 8.6% of the total number of topics formed. The word most likely to appear on 
topic 1 increases its value by 0.04856. Topic 1 concerns government efforts on 
equity and access to education, health, jobs, and infrastructure. Topic 1 also contains 
information on government policies that facilitate business actors in expanding the 
MSME market. 

 
2. Topic 2 LDA 

Table 3 shows the results of the analysis of modeling topic 2 using the LDA 
algorithm. 

Table 3. Topic 2 
Percentage Word Opportunity 

Topic 2 
 

5.6 

for 
college 
student 

as 
students 

on 
not 

with 
we 
by 
the 

people 
wrong 

permanent 
for 

0.0094 
0.0089 
0.0089 
0.3889 
0.0130 
0.0115 
0.0110 
0.0105 
0.0090 
0.0075 
0.0085 
0.0185 
0.0080 
0.0083 

0.3 
 

Table 3 shows that the word "student" has the greatest chance of topic 2, equal 
to 0.3889. Topic 2 also contains words like "by," "student," and "person." Topic 2 
score percentage value of 5.6% of the total number of topics formed. Topic 2 
contains face-to-face school policy information because the PJJ system is considered 
ineffective. 

 
3. Topic 3 LDA 

Table 4 shows the results of the analysis of topic 3 using the LDA algorithm. 
Table 4. Topic 3 

Percentage Word Opportunity 

Topic 3 
 

5.3 

various 
can 

earth 
create 

marijuana 
support 

Becomes 
country 

pandemic 
all 

system 

0.0111 
0.0099 
0.0094 
0.009 

0.0077 
0.0073 
0.0053 
0.0093 
0.0069 
0.0069 
0.3000 
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has been 
will 
Lots 

he 

0.0111 
0.0077 
0.0073 
0.007 

 
Table 4 shows that topic 3 scores a percentage value of 5.3% of the total 

number of themes formed. The fourth topic contains several words, such as the 
word "system," "various," "copyright," etc. Topic 3 shows policies related to 
copyright of works, omnibus law priorities, job creation laws, and tax 
facilities. 

 
4. Topic 4 LDA 

Table 5 shows the results of the analysis of topic 4 using the LDA 
algorithm. 

Table 5. Topic 4 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 5 shows that topic 4 scores a percentage value of about 4.8% of the 
total number of topics formed. The fourth topic contains several words, such 
as "program," "health," "welfare," and so on. Topic 4 is about maintaining 
public health and implementing effective policies to avoid worsening 
pandemic in Indonesia. 

 
V. CONCLUSION 

In government policy, the LDA clustering method (latent Dirichlet allocation) 
dividing Twitter data into 26 topics, while the 4 largest topics formed were topic 1 at 8.6% 
namely about government efforts inequality and access to education, health, jobs, and 
infrastructure. Topic 1 also contains information on government policies that facilitate business 
actors in expanding the MSME market. Topic 2, with a score of 5.6% of the total number of topics 
formed. Topic 2 contains face-to-face school policy information because the PJJ system is 
considered ineffective. Topic 3, with a score of 5.3%, indicates policies related to copyright of 
works, omnibus law priorities, employment creation laws, and tax facilities. Lastly, Topic 4, the 
percentage score of about 4.8%, is about maintaining public health and implementing effective 
policies to avoid the worsening of Indonesia. 

Percentage Word Opportunity 

Topic 4 
 

4.8 

effective 
Islam 
health 

well-being 
college 
student 

hj 
program 

even 
same 
effort 
amp 
big 

taken 
disabilities 

too 

0.0060 
0.0057 
0.0055 
0.0067 
0.0053 
0.0056 
0.2333 
0.0087 
0.0077 
0.0073 
0.0042 
0.0036 
0.0034 
0.0033 
0.0036 
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