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Abstract— The Facial Expression Recognition (FER) is still considered as an open research problem and proposing new 

techniques for more accurate recognition is challenging task. Thus, the main aim of this paper is a proposed algorithm for 
facial expression recognition FER. The proposed method is based on deep neural network, namely, Convolutional Neural 

Network (CNN) technique. The main objective of the proposed study is classifying emotions of facial expression into 
different types, natural, smile, surprise, disgust, squint and scream emotions are used in this study. The efficiency of the 

selected deep CNN for feature extraction and classification has been proven comparing other techniques. For feature 
extraction Principle Component Analysis (PCA) method, and K-nearest neighbor (KNN) for classification have been 

used. Experiments are carried out on the Extended Cohn-Kanada (CK+) and the Japanese Female Facial Expression 
(JAFFE) datasets to show the effectiveness of the proposed method. The evaluation results obtained height recognition 

rate 98.5%. 
Keywords— facial expression recognition, principle component analysis, convolutional neural network, k-nearest 
neighbor. 
 

I. INTRODUCTION 
 

Facial expression consists of a lot of information, that it is significant way to express the emotion and 
exchange information [1]. Due to the evolution in science of technology, many people are trying to 
use image processing technology and machine vision technology to achieve automatic FER 
technology. 

 
FER technology has several application for instance, behavioral science has used for social 

information providing such as origin, gender, and age [2]. Moreover, human machine interaction has 

been utilized in different fields; for example, computer interactive games, security-surveillance, and 
robots. A FER are recognized by humans virtually without effort while in computing techniques it is 

still considered as a challenging task for expression recognition. In the FER techniques, the optimal 

pre-processing stage, feature extraction stage, and classification stage are considered as main 
challenging. Particularly, under conditions of the input data variability, pose of the head, multiple 

sources of facial variability, environmental illumination, and clutter [3, 4]. 
Technologies of FER are usually depended on geometry appearance features for recognizing 
emotions [5]. A geometry features are extracted from the position, shape, and distances between the 
facial components for instance eyebrows, mouth, eye, and nose. On the other hand, the appearance 
features are dealing with the whole face, as well as it may deal with the specific regions using the 
texture caused by expression such as wrinkles, furrows, etc. [6]. 

 
Feature extraction is a crucial stage in FER because the quality of feature vectors could affect the 

performance of the classifier. Thus, significant feature should be extracted based on relevant 

techniques. More so, techniques for extraction features in low-level are considered as feature 
extraction while these techniques cannot extract features in high-level. Lately, Deep Learning (DL) 

techniques have been exploited for extracting significant features and they considered as promising 

techniques for extracting features in FER field. Moreover, both levels of features high and low could 
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be extracted using DL techniques[7]. Due to the capability, DL techniques have been applied in image 
processing as well as in signal processing successfully. 

 
In the recent age, the most popular DL technique that has been used for extracting significant features 
is CNN. Thus, good data representations could be extracted based on DCNN due to its popularity that 
stems from its ability from image data. The tasks of computation intensive of DCNN’s are able to run 
on GPU that in high performance results in consuming very low power. For facial feature extraction, 
CNN broadly is used for determining the age, gender, and more so. 

 
II. RELATED WORK 

 
In computer vision, the Facial expression recognition (FER) field has become important and active in 

research. There are many works that have applied different algorithms and techniques for FER. The 

study of [8] introduced a method depending on using Local Binary Pattern (LBP) and CNN expression 
features based fusion technique. They used the LBP feature for facial expression image while where 

merge the abstract extracted features and learned based on CNN with the amended texture of LBP 

features for facial expression in the full connection layer of CNN technique. Their experiment used 

the both ORL face and CMU-PIE face databases. Based on the evaluation experiments the 
performance of accuracy of 91.28% has been achieved. To solve the problems of FER, the study of 

used deep CNN model to classify emotions in facial expression. On the FER technique, they used the 

method of transfer learning in order to fine-tune the model of face recognition to the facial expression 
model at the first step. Next step, to ameliorate the ability of classification, they used an amended 

Softmax loss function as well as a double activation layer in the introduced method. To evaluate the 

performance of their proposed study both datasets SFEW2.0 and FER 2013 are used. They obtained 

accuracy of 48.5% for SFEW2.0 dataset and 59.1% for FER 2013 dataset, the accuracy of both 
emotions disgust and natural was not good. The study of [11] presents a method for recognition of 

emotions in facial expression, they used the CNN technique for 2D plus 3D features depending on the 

FER method. The network that has presented was consists of two CNNs, one CNN has been used for 
3D face shape while the second one has been used for face appearance with their colors in order to 

obtain efficacy and robustness of the proposed study. Thus, a network with 3 convolutional layers has 

been constructed which includes both layers max-pooling and normalization as well as with two fully 
connected layers. Moreover, the last layer used 6-way of softmax for the output. To evaluate the 

performance of their proposed work, the BU-3DFE dataset has been used, the rate of FER achieved 

92%. The study [12]employed CNN to devise a FER. In the first step, they implement Haar-like 

features for detecting the face and used histogram equalization to reduce the interference caused by 
the different lighting conditions. Then, followed by constructing a four-layer CNN architecture, 

consist of 2 convolutional layers with 2 subsampling layers. In the last step, for multi-classification, 

they used the Softmax classifier for classification. For training and testing, they used both JAFFE and 
CK+ datasets to evaluate and simulate the recognition performance of the presented study. The 

accuracy performance of the proposed study achieved 76.7442% and 80.303% for JAFFE and CK+, 

respectively.For facial expression recognition, another approach proposed [13]based on the use of the 
Gabor filter features. After extracting regions of interest (ROI) Gabor features are extracted. Then, to 

select the most relevant features the PCA technique has been exploited. In classification, they used a 

Support Vector Machine (SVM) classifier for the classification of basic FE. Experiments have been 

conducted on both JAFFE and CK + datasets, the accuracy rate achieved 95.11% and 92.19% 
respectively. However, the limitation of the proposed study is the Gabor and SVM parameters are 

chosen manually. Automatic recognition of FER is considered as an actively combining research in 

recognizing emotions of facial expression. Therefore, the study of [14] automatic recognition of facial 
expression is considered as an actively combining research in recognizing emotion. Therefore, this 

study proposed to extend the DCNN approach to the FER task. Thus, based on identifying the events 

of action units of facial is considered as a portion of the system of facial action coding this task could 

be done. In the fully connected layers of CNN, they used up a regularization method known as 
(dropout) that is effective to reduce overfitting. In evaluation, they used CK+ datasets to evaluate their 

experiments. The expert of action units has validated as well as annotated the used dataset. The 

performance evaluation of the introduced study has been measured by using the ground truth of the 
dataset. They achieved an accuracy rate of 92.81% for the proposed study.In the study of [15], the 

authors proposed a method is to identify the entire distance learning process for students' 

understanding based on facial recognition. This study proposed a learning emotion recognition model 
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to detect the input image, and they used the Haar Cascades method for eyes and mouth extraction. 
Then by using the NN classifier in training, different six emotional categories are obtained. Also 

applying Mean and median filters on image to make it smoother by removing unwanted noise. JAFFE 

database is used in evaluation for Experiments, the rate of accuracy reached around 87%. In the FER 
field, the dimensionality of features and selecting the most relevant features are very important steps. 

Because of a massive amount of memory as well as demanding preprocessing to process a whole 

image. Thus, the study of [16] proposed a method to overcome this problem, they used facial landmark 
identification for extracting features, and for classification, the CNN technique has been used as a 

classifier. To evaluate the performance of the proposed study, they used MUG, JAFFE, MMI, and CK 

datasets. In their evaluation, 80% of datasets are utilized in the training stage whereas 20% of them 

have been utilized in the testing stage. The accuracy rate of performance each of MUG, JAFFE, MMI, 
and CK datasets was 85%, 84%, 89%, and 85% respectively. 

 
III. CONVOLUTION NEURAL NETWORK 

 
The structure of CNNs has many layers, namely, as convolutional, pooling, rectified linear units, and                  

fully connected [8, 9], [17]. Figure 1 shows an example of the structure of the CNN technique. The 

size of the input has been minimized to the end layers. Through sequential layers, and features are 

extracted from the low-level to the high-level [18]. 

  
 
 
 
 
 
 
 
 
 
 
 

 

 

 
Figure 1: Architecture of CNN[16] 

 

 Convolutional layer: This layer-based CNN technique deals with convoluting each image as 

input with kernels (filters). Once the output image has been obtained from this layer, it will be 

used as an input image for the second layer. 

 Pooling layer or in other words down sampling is an operator to reduce the dimensionality of 

each activation map while retaining the most significant information, for example, maximum 

or maybe average. 

 Rectified Linear Units ReLu: is a linear activation function, it is used the rectifier, f(x)= 

max(0,x) that will output the input directly if is positive and reconstitutes all the negative 

values by zero. 

 Fully connected layer: multilayer perceptron is the final output layer in CNN, which could 

connect all neurons of the lower layer to each neuron of its layer. The features submit to the 

fully connected layers after it was alternated between the convolutional and subsampling 

operations. 

 

       IV. IMAGE PRE-PROCESSING 

 

The first step in preprocessing an image is face detection. The Haar-like feature is one of the most 

classic features for face detection. Originally it was proposed in 1998 by Papageorgiou et al. [20], 

[21], and Haar-like feature known as the rectangular feature. As stated by Viola and Jones [22], they 
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proposed real-time object detection algorithms to detect ER of human face detection. The reduced 

image scale is an important task that assists to minimize the information that could be learned by 

the network, additionally, it has the ability to make the training process faster as well as cost with 

less memory. 

 

V. DATASETS 

 

In our proposed method, the evaluation of experimental analysis has been evaluated on a popular 

FER dataset to show the performance of the proposed study. The used dataset called Japanese 

Female Facial Expression (JAFFE), and the extended dataset is called CohnKanade (CK+). The 

JAFFE dataset consists of 215 (grayscale) images of facial expression. This dataset holds seven 

different emotional categories of facial expression, namely, neutral, surprise, disgusting, smile, fear, 

sad, and anger which are taken from ten Japanese females [3]. The size of each image is 256 * 256 

image resolution pixels, different emotion categories from JAFFE dataset for facial expression have 

been shown in Figure 2. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: examples of JAFFE datasets 

 

However, the CK+ dataset contains 123 subjects and 593 sequences images. Participants were of 

males and females, their age ranges between18 to 30 years. The resolution pixel of images is 640 

x 480 or 640 x 490 [20]. different emotion categories from the CK+ dataset for facial expression 

have been shown in Figure 3. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: examples of CK+ datasets 

 

    VI.PROPOSED METHOD 
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The proposed method for FER is based on the architecture of CNN which is able to recognize 

the emotion categories of facial expressions. The proposed FER system as shown in process 

diagram Figure 4, is divided into three different stages. The first stage is face detection by using 

the viola jones algorithm which is considered an important stage. The second stage is Feature 

extraction and selection of the most relevant features using PCA. In the final stage, the extracted 

features have been fed to the CNN technique for classification. In this study, the face has been 

detected, then the wanted region has been cropped which is used to extract from the unwanted 

region, after that, it has been utilized as input to CNN technique. This step has been done because 

using parts from facial (wanted region) as input inception layer could increase the probability of 

extracting a high level of features instead of using unwanted regions. More so, this step could 

reduce the time of training thereby increasing system accuracy 

 
 

Raw image 
acquisition 

 
 

Image preprocessing  
Face detection,  
extraction and 

 
 
 

Feature extraction 
using PCA algorithm 

and CNN 

 

Classification 
Natural, happy, disgust, 

sad, surprise, angry 

 
 

 
Figure 4: process diagram of the proposed FER system. 

      
VII. FEATURE EXRACTION USING PCA 

One of the common techniques in data science for extracting features is called Principle 
Component Analysis (PCA). This technique is considered as a way of reducing data 
dimensionality, where the process of this technique is data dimensional from high to low [23], 
[24]. In the data, the PCA captures big principal variability while disregarding the small 
variability. Additionally, the dataset dimensionality could be reduced by discovering a new set 
of variables that are considered as a smaller set of variables instead of the original one. The main 
aim of PCA, in high dimensional (n) dataset is finding the directions of maximum variance and 
project it onto a smaller subspace of dimensional with preserving most of the information [25]. 
Particularly, the process of the PCA technique utilizes an orthogonal transformation to transfer a 
set of variables that are potentially correlated with M into a set of variables that are uncorrelated 
with K are named as principal components. 

 
The steps of the PCA algorithm [27], [28] as following below: 

 
Step 1- read the data of each image face into the library NXN. 

Step 2- calculate the average face (Ψ). 
 

Step 3- the variation between the face from each image and the average face has been 
acquired Øi = Ґi – Ψ. 

 
Step 4- construct the covariance matrix C = ATA, Where A = [Ø1, Ø2, Ø3…, ØM]. 

 
Step 5- calculate the eigenvalues and eigenvectors of the covariance matrix. 

 
Step 6- eigenvalues arrangement from largest to smallest M. 
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Step 7- keep the largest k eigenvectors (these are the k principal components) K < M. 
 

Step 8- convert the data into a new space constructed by k eigenvectors. 
 

Step 9- export processed data. 
CNN is employing the concepts of weight sharing and receptive field by using these concepts, 
were reduced the number of trainable parameter and calculate the information that propagation 
through the layers by using convolution. Convolved the signal with a filter map with containing 
the shared weights to generate a feature map. 

 
A grayscale image size 277*277 is passed through the architecture of CNN, which is consists of 
4 layers of convolutional, 4 layers of max-pooling, 4 layers of dropout, and 6 fully connected 
layers. The first layer of CNN implements a convolution 16 kernel of size 5*5*1 with stride [13] 
and the ReLU activation function, then, it is followed by the layer of max-pooling with the kernel 
of size 2*2 and stride [25, 23]. Where this initiation layer is learned 16 various kernels and 16 
outputs of feature maps. After that, the second layer of the CNN technique implements a new 
convolution to each of the obtained 16 output of feature maps from the previous layer by utilizing 
32 various filters of 5*5*16 size followed by another max-pooling using a filter of size 2*2 as 
well as the stride of size [29]. Then, the 3rd CNN layer applies new convolution using 64 filter 
size 5*5*32, 2*2 max-pooling layer, and [29] of stride. The last convolution 4th one which 128 
kernels of size 5*5*64 with the max-pooling size of 2*2 and stride [25]. Finally, the output is 
reunited to a fully connected layer in which all neurons of the former layer are connected to all 
neurons of its layer. Finally, classification has been done based on the maximum probability of 
class. 

   
VIII. EXPREMINTAL RESULTS 

 
The proposed system is runs on Intel(R) Core (TM) i5-7200 CPU @ 2.50GHz 2. GHz, RAM 

8GB and developed on the MATLAB 2018 software. The performance evaluation of the 
proposed study has been done in term of accuracy based on two different datasets, namely, 

JAFFE and CK+ datasets. For classification datasets the network is trained using 70% of datasets 
for the training while 30% of the datasets for the testing of both CK+ and JAFFE datasets, 

Equation (1) has been utilized for accuracy implementation. The confusion matrix shows in Table 
1 the recognition accuracy for six emotions of facial expression on the JAFFE dataset. More so, 

the accuracy of facial expression recognition for CK+ dataset based on confusion matrix has been 
presented in Table 2 

= 

Number of correct 
predictions 

(1) Total number of 

predictions made   

 

Table I. JAFFE Confusion Matrix  
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Table II. CK+ Confusion Matrix 

 
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

To show the efficiency of our proposed study, we have compared our study with some 

of the previous studies in the literature as illustrated in Table 3. Based on our comparison, 

it is obvious that our study outperformed all previous studies, where the performance 

evaluation of the study of [29], [30] have been done using different datasets. However, 

the study of [14],  
evaluates their study based on using the same of our dataset, as it is shown in Table 3, 
our proposed study obtained higher accuracy results. Therefore, it is obvious that our 

study is efficient in recognizing emotions of facial expression for JAFFE and CK+ 

datasets. Table III. Comparison with other methods 

  
Reference Method Datasets Accuracy 

[29] 

Multi-scale 

CNN FER2013 72.82 % 

[31] 
Deep Neural CK+ 73.38% 

Networks JAFFE 45.07%  
[14] deep CNN CK+ 92.81% 

 Deep Neural MULTI-

PIE 85.2% 
[30] 

Network 
Driven 

BU3D-FE 80.1%  Feature 

Learning    

Proposed 
method deep CNN 

CK+ 98.5% 

JAFFE 95.5%   
 
 

IX. CONLUSION 
 

Facial expression recognition (FER) based on different emotions has been used in data 
science widely. In this study, we present a new technique for FER using a deep learning 
technique, namely, CNN. In this study, a suitable architecture of CNN has been selected 
to deal with recognizing emotions of facial expression that consists of convolutional 
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layer numbers, kernel and stride sizes, and pooling structures. For feature extraction, we 
have used the PCA algorithm. Additionally, for classification, we have applied a machine 
learning method which is called the KNN algorithm. While the experimental constructed 
on both of JAFFE database and the Cohn-Kanade database and rate of an average 
recognition was achieved by 98.5%. 
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